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Abstract— This paper study the most appropriate way for an Internet access service provider (FAI) to guarantee each of its customers 

continuous access to the Internet in any circumstances without having to modify, to redo the Network configurations. The goal of all 

operator is being able to make profit while winning in notoriety, it should enforce to satisfy its customer base. As a result, the choice of 

protocols to be implemented is of capital importance. Throughout our study, we have interested in static routing and the Dynamic Ringation 

Protocol Bagging Gateway Protocol (BGP) in setting up an operator network connected to several Internet Service Provider (ISP). Thus, 

using the Enterprise Network Simulation Platform (eNSP) and ne work scan Wireshark. We have at first, put in place a network heart 

Operator connected to nodes of outflows to the internet then, study the behavior of the exchanges between our network heart and the 

different nodes output to the Internet before and after link removal using the Internet Control Message Protocol (ICMP). In a second time 

we analyzed the flux data generated before and after deleting each link. For this purpose, it stems that unlike a static routing that requires 

manual intervention in a tilting process, the dynamic routing protocol (BGP) has many assets, including its ability to adapt to any changes 

in the network topology (addition or deletion of one or more equipment(s)), the possibility of manipulating routes of incoming and outgoing 

traffic from the network through attributes he has. It offers greater control routes in our network with less latitude time than when using a 

manual process in case of failover. 

Index Terms— BGP, continuity, Dynamic routing, eNSP, ISP, static routing, tilting  

 ,  

——————————      —————————— 

1 INTRODUCTION                                                                     

oday, operators communication systems must face many 

requirements to meet their clients. The dependence of the 

companies at the Internet because of the many services 

that are exploited make it the most important. Also, the inter-

ruption of this such short access is, may paralyze the activities 

of its operators. Making the choice of routing protocols to im-

plement very determining in the process of deploying a net-

work ISP; which one must be capable to guarantee the conti-

nuity of services to its customers by optimizing the use of re-

sources in the network. The Internet is composed of separate 

routers, named autonomy ous system (AS) [1]. These AS are 

connected to each other in the world and it is this set that 

forms the Internet network through which the different users 

can communicate.  

To send information in networks, two possibilities are offered 

to us: we can also use a routing static protocol and a dynamic 

routing protocol. Also, what type of routing would be the most 

suitable in a tilting process Internship? 

Throughout our work, we will put in place an operating net-

work consisting of two main parts: a first part representing the 

operator private operator (AS 65001) and a second part illustrat-

ing the public network. The private network is that part of the 

backbone (network heart operator) and different covers that are 

grafted; the public part of it is consisting of the different nodes 

out of the output to the Internet. In our tests, we will simulatefour 

main points (ISP) representing each of the different AS. So, we 

will come out with the advantages of static routing and its limits. 

Then we will look at the RSVP-TE signaling protocol associat-

ed with MPLS for routing inside the backbone operator. The 

Gateway Protocol Border (BGP) as to it will be used in an en-

vironment of multihoming to different networks of transitions or 

ISP. Subsequently, we will study the behavior of incoming / 

outgoing traffic of our backbone before and after removal of 

the links between AS. Finally, we will be able to make a small 

interpretation of them. 

2 STATIC ROUTING 

A routing protocol is this mechanism that transferring IP 
packets through different networks according to a routing 
algorithm. The use of railway static areas has many benefits 
among which [2] [3]: 

 

 The Conservation of the Routing Resources: No Cen-

tral Processing Unit (CPU) is used, only to perform 

calculations or analyze the network for the router up-

date; 
 A The Security: Allows us to ensure communication 

between the different nodes of the network (controlled 

road used) and the availability of the bandwidth for 

important applications because, we have a precise 

map of routes in the reswater. Guests will have specif-

ic routes for each communication. The use of static 

routes remains a solution allowing the operator to re-

store access to the Internet for its customers by modi-

fying oneself the routes.  

 

Nevertheless, it requires delicacy, excellent knowledge of 

the network because, poor manipulation can cause huge 

damage in this way as well: 

 

 The Maintenance is difficult: The process of adding 
static routes in a routing table is manual. In addition, 
when an error occurs in the network or the topology 
changes, static routes can not change automatically 
and must always be modified manually; 

 It does not offer us optimal control opportunities for 
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routes in the network during the movement of the 
prefixes (definition of new routes), it flows a great pe-
riod during which customers will not be able to access 
the different Internet services 

3 RESOURCE RESERVATION PROTOCOL: RSVP 

The RSVP protocol is this user-oriented resource booking pro-

tocol Datagram Protocol (UDP). It is used in the establishment 

Entity of a specific path with bandwidth constraints. In order to 

transmit the labels at the same time, an extension has been 

assigned to take care of traffic engineering: we are talking 

about RSVP-TE. Although this protocol offers a best control of 

the network thanks to pre-established routes, it is on the other 

hand very gourmand in resource and is done abandoned for 

the implicit routing protocol Label distribution protocol LDP 

(Label Distribution Protocol). However, for small networks, the 

RSVP-remains the best choice possible. 

4 BGP ET ROUTAGE INTER-AS 

The Gateway Protocol Border (BGP) is an Internet traffic pro-

tocol on the Internet used by operators and ISPs. It is used for 

the exchange of routes between separate networks on which 

administrative control is available. Also, it allows the exchange 

of routing information, network accessibility (called prefixes) 

between Autonomous Systems(AS). It is designed for the sup-

port of large volumes of data and has extensive opportunities 

for choice of the best road. Still called path protocol (path Vec-

tor protocol), the BGP bases routing decisions on trails, the 

attribution of prefixes and a set of selection rules defined by 

the AS Director. A AS can work well using the default static 

routes provided by the operator, it is not necessary for him to 

receive a full-routing. Thus, the transition network (ISP) will be 

re-announced the routes learned from this AS to the rest of the 

Internet and the definition of routes for the traffic of the latter 

[4]. Nevertheless, in the measure or we want to perform an 

automatical tilting or a balance of charge, BGP remains the 

best choice. In multi-homing with the 

use of the BGP, a better control of traffic charge balancing and 

redundancy becomes possible [5].  

5 REQUIREMENTS OF PRODUCTION 

Our realization does not at any time have interest at the ser-

vice operated in the Backbone. We will focus mainly on inter-

connection (communication) of the different ends of our net-

work and the behavior of the borrowed routes. Our setting in 

place answer to the following requirements: 

 

 Explicit routing: The heart of our network will take 

charge of the Protocol of RSVP-TE signaling and the 

CSPF algorithm. Using the latter, we have defined 

routes (tunnels) responding to a bandwidth constraint. 

As a result, the reservation of resources from one end 

of the network to another is made via a bandwidth 

control available. The borrowed routes will be those 

with the necessary resources for the support of the 

traffic. The control route follows an order of priority 

predefined; 

 Integration of IPv6: It will be a larger Internet access. 

It is indeed a solution for bearing a possible exhaus-

tion of IPv4 addresses. Because, unlike the IPv4 

which is coded on 32 bits, the IPv6 is encoded on 128 

bits so can manage some greater number users; 

 The choice of the best way: according to the con-

straints fixed for each customer (VPN), shorter path to 

the gateways (IGWs) before moving in the public part 

of the network. Indeed, to optimize the traffic of the 

Backbone to the IGWs, the resources reservations 

will follow a priority predifined order;  

 Dynamic routing: our architecture must be able to 

adapt to any system changes in the minimum time 

without intervention of a network administrator. To be 

done, it supports the dynamic routing at the leveI of 

IGWS to ensure a rapid tipping of an ISP to another in 

case of necessity. 

  

6 SCENARIO IN THE PRIVATE PART OF THE NETWORK 

As for the operation and effectiveness of our backbone or dor-

sal epine, we will implement the MPLS which reveals many 

advantages in TE compared to the traditional routing [6] and 

the IS-IS link protocol that is prove to be the most adequate 

because, it is both faster and more reliable than OSPF for 

network security [7]. We are particularly using ISIS-TE to be 

able to take charge of traffic engineering and CSPF algorithm 

for the support of the bandwidth. A minimal bandwidth will be 

required for each traffic according to the different customers 

(in our case, we took a bandwidth inter-provision of 100mbit). 

The bandwidth necessary for the traffic of our client is 20Mbit. 

The different traffic will follow the routes as defined on the 

diagram below: The Green routes will always be a priority, in 

case of unavailability of the latter caused by a deficiency of 

resources or by a bread of the link, the traffic is automatically 

tilted to the secondary itinerary represented in orange. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Fig. 1 Operator private network  
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7 SCENARIO IN THE PUBLIC PART OF THE NETWORK 

Out of our Backbone, especially to connect the different CEs and 

IGWs, we use the OSPF (ISPFv2, OSPFv3) link protocol 

(OSPFv3). OSPFv3 will allow us to support the IPv6. The role of 

the routing protocol between EC and PE will be the exchange of 

existing roads in different customers. In this case, the choice of 

the protocol imports may. One can also choose a remote protocol 

to such as RIP, RIPV2 or even static routing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
In the scenario represented by the figures below below ourop-

erator network has two gateways (IGW1, IGW2). These two 
gateways are connected to four nodes output to the Internet 
(ISPs) by what, the packages of the different customers will trans-
it for achieving DRE the Internet and vice versa. The definitions 
different routes fingerprints by customer’s traffic are configured 
using the BGP attributes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Firstly, the packages from a post (client) connected to our 

operator networkwill contact the Internet using the right route 

that is defined as default with a local preference value above 

that of all others. In our scenario the default route is that 

passed through the ISP1. To this efFet, the incoming traffic as 

the outgoing of the network operator will always go through 

the node ISP1 (this as long as it will be operational). In a se-

cond time we proceed to a break in the link to the ISP1, foot-

print traffic for this purpose the second routes that is the one to 

the ISP2. We are interested in particular to attributes prefera-

bly local and AS-Path to be able to manage the outgoing traffic 

and in the operator network respectively. Tests are also per-

formed using the poste (Customer) that is grafted to our opera-

tor network. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The routes that interest us here are those generated by the 

tunnels 2 and 3 correspond  to traffic internet. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4 is an extract of the different tunnels a PE1. Figure 

5 is a capture of the same tunnels at PE1 after deleting node 

P3. 

 

 

 

 

 

Fig. 2 Operator network  

Fig. 3 External operator traffic 

Fig. 4 PE1 routing table before deleting the link to P3 

Fig. 5 PE1 routing table after removal of the link to P3 
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Fig. 3 Routes BGP towards Internet 
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The Figure 6 is an extract of the BGP routing table executed at 

the IGW1, Figure 7 is a capture of the ICMP stream of the 

post-traffic to the BGP realised by the help of the capture tool 
Wireshark. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4  ICMP stream generated by the PE1 and Internet exchanges 

Fig. 8 Tests Routes on the PC and the Internet 

Fig. 9 BGP routes to the Internet after removal of the link to the ISP1 
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The Figure 9 is an extract from the routing table ICMP Flow 

Features to the BGP Internet Based to the IGW1 after delete 

Directed using the capture of tool Wireshark Link to ISP1, Fig-

ure 10 is a capture of the moment of the breaking link to the 

ISP1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10 ICMP flow generated by PE1 and Internet exchanges after breaking the link to ISP1 

Fig. 11 Tests Routes on the PC and the Internet 
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8 INTERPRETATIONS OF RESULTS 

 

The Figure 4 and Figure 5 show us Respectively the routes 

taken by the existing tunnels in PE1. We can notice that inFig-

ure 1, all traffic passes through the PE1-P3 (172.1.1.0). Fol-

lowing the deletion of the PE1-P3 link, the traffic will now be 

routed to the PE1-P5 link (172.1.2.0). Note that the reservation 

of resources follows this priority (PE1-P3, PE1-P5-P3) there-

fore, insufficient resourcesnecessary for the evacuation of data 

can also be at the root of this failover. 

 

 In the IGW1 routing table obtainede in Figure 6 before delet-

ing the node ISP1, we can notice that two-trained trails are 

available (195.167.32.13 And 195.167.33.14). The first with for 

destination the ISP1 and the other going to the ISP2. In our 

case, the link to ISP1 is a priority because it has a local pref-

erence value above that to the ISP2. Traffic uses the link to the 

default ISP1 for Vacuum are traffic. 

 

In Figure 7, it can be clearly noted that the ICMP stream gen-

erated by exchanges between our post and the Internet is pe-

riodic. 

 

In Figure 9, we can notice that a route to the Internet has only 

been available. This is a justifia by the fact that the link is not 

removed to the ISP1 given by the address 195.167.32.13 For 

this purpose, traffic switches to ISP2 195.167.33.14. Figure 10 

as to it, contrary to Figure 7, presents a sudden drop in the 

ICMP stream (zone areaCurly red), this flow is subsequently 

reestablishing after a few seconds. Following the breakage of 

the link to ISP1, the traffic will be interrupted the tipping time to 

the ISP2 (time relatively short of 3s). We note that the BGP 

has the capecity to adapt this in seconds (case of our simula-

tion) to changes in the network is the deletion of the link to the 

ISP1. Also, using these different attributes, it can easily control 

the incoming and outgoing traffic of our reservesTo the devel-

opment, facilitating the maintenance and management of the 

latter. 

 

9 CONCLUSION 

In order to ensure continuous access to the Internet, the oper-

ator must be able to provide the possible failure of a material 

or software component. To get to it, it would be necessary to 

be available to the customer a multitude of itineraries to differ-

ent Internet output points. Thanks to this multitude of itinerar-

ies, customers will always have an evacuation solution of their 

traffic to the Internet and vice versa. In effect, it is possible for 

a multi-homed operator with forwarding agent to achieve a 

tilting by having only static routes uses. It can simply use the 

default static routes provided by its transparencies (ISPs). 

Nevertheless, unlike a dynamic routing that can adapt to all 

system changes, static routes refer to routes that are manually 

added to the routing table. An error in the network can delay 

the bottom of the binding and thus interrupt the services for a 

longer or less long time. Although they are simple to configure, 

static routes require permanent control of administrators. Eve-

rything is done manually and in repeated ways. To this end, 

the use of the dynamic routing protocol is properly the best 

choice for the handling of inter-AS roads and the guarantee of 

continuity to the Internet because it may adapt to any changes 

of the topology of the network offering greater control of routes 

borrowed from incoming and outgoing traffic in the network. 
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